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Abstract
15N and 13C NMR chemical shifts for three nitroimidazoles have been calculated
and compared with experimental data. The solvent effects on NMR spectra
were simulated with the polarizable continuum model (PCM) and an alternative
sequential molecular dynamics/quantum mechanics methodology (S-MD/QM).
The sampling of the structures for the quantum mechanical calculations is
made by using the interval of statistical correlation obtained from the auto-
correlation function of the energy. Magnetic shielding tensors were evaluated
at the GIAO-B3LYP level using II′ basis set. It has been shown that it is
essential to incorporate the dynamics and solvent effects in NMR calculations
in the condensed phase.

1. Introduction

Nowadays, the most used radiosensitizers are the nitroimidazole derivatives [1, 2]. Recently,
1H, 31P and 19F NMR/MRI (magnetic resonance imaging) [3] of nitroimidazoles has been
applied for measuring tumour [4] and tissue oxygenation [5]. In spite of their great importance,
the solvent effects on the NMR parameters of such radiosensitizers have not been investigated
so far. In recent years there has been an increasing interest in the description of solvent effects
on molecular properties [6–9]. The theoretical description of the solute–solvent interaction
and its influence on solute properties is of central concern in theoretical physical chemistry.
The solute–solvent interaction is usually treated on the bases of electrostatic, induction and
dispersion forces [8, 9]. Specific interactions, such as hydrogen bonding, are treated with
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special attention; this interaction is of interest in a variety of processes and is of special concern
in biophysical systems. More recently, the hybrid quantum mechanical/molecular mechanics
(QM/MM) approach has emerged as a powerful method for studying shielding tensors in the
condensed phase [10, 11]. In such a procedure the solute molecule (or the portion of the
system that needs a QM description) is treated quantum mechanically, while the remainder of
the system (solvent molecules) is represented by classical force fields. These two subsystems
communicate through electrostatic and van der Waals interactions terms. In this approach,
electronic structure calculations are carried out during the simulation;energy and its derivatives
for the quantum system are also obtained. The QM/MM approach has been implemented with
both Monte Carlo [11] and molecular dynamics methods [12]. As many configurations are
generated in a sufficiently large MD, then the number of QM calculations required in a hybrid
QM/MM–MD simulation is too high, since in every step an energy evaluation of the system is
needed. So, great computational effort is necessary to carry out this kind of simulation. Aiming
at reducing the computational demand, some inexpensive QM methods, such as valence-
bond [10] and semi-empirical molecular orbital methods [12], can be considered. However,
for some classes of compounds, for example transition metals compounds, these approximate
molecular orbital method are not appropriate due to the lack of parameters [13–15].

The sequential MD/QM procedure differs from the conventional QM/MM–MD
method [10, 12] in that all molecules (solute and solvent) are treated by quantum mechanics.
The classical MD part of S-MD/QM is used only to generate the statistical structure of the liquid.
Another important point is that all statistical information is obtained before running the QM
stage. In a previous study [16] we have shown the applicability of using molecular dynamics
(MD) followed by quantum mechanical (QM) calculations (S-MD/QM) to the calculation of
NMR parameters for guanylhydrazone in aprotic solvents.

Whereas the shielding tensor calculation has been employed in various systems [16–18],
little attention has been given to this type of calculation in flexible molecules in solution.
This work was devoted to theoretical studies of 13C and 15N NMR chemical shifts of 4-
nitroimidazoles (figure 1) in the condensed phase, using molecular dynamics (MD) followed
by quantum mechanical (QM) calculations (S-MD/QM). In addition, the calculated 15N and
13C chemical shifts are compared with experimental data and with PCM methodology.

2. Computational procedures

2.1. opt-PCM/DFT methodology

The conformers from the gas phase were optimized with B3LYP/6-311++G∗∗ using the
polarized continuum model (PCM) [8]. The chosen radii to form the molecular cavity are
1.9 Å for the aromatic carbons bonded to a hydrogen atom, 1.6 Å for all nitrogen atoms,
1.52 Å for oxygen and 1.2 Å for the hydrogens of H-bonded water. All the radii have been
multiplied by a factor (1.2 if not otherwise specified) in order to take into account the fact
that atomic bonds or lone pair centres of the solvent molecules are normally located a bit
farther from solute atoms than the van der Waals radius [19, 20]. After each optimization,
a constant force calculation was carried out. The shielding tensor was obtained using GIAO
and the gradient-corrected density functional Becke’s three-parameter Lee, Yang and Parr
(B3LYP) exchange functional [21] with the basis set II′ [22] in the Gaussian98 A.11 software
package [23]. All the 13C chemical shifts are referenced to those of benzene (128.5 ppm),
while the 15N chemical shifts are referenced to nitromethane (0.0 ppm). The absolute 13C
shielding of benzene and 15N shielding of nitromethane was calculated at the B3LYP/ II′ level
on the B3LYP/6-311++G∗∗ optimized geometries.
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2.2. S-MD/QM methodology

All molecular mechanics calculations were carried out with the Insight/Discover program
(version 2.9.7) using the consistent valence force field (CVFF) [24] for both solute and solvent.
As usual, periodic boundary conditions (PBC) and a cutoff distance of 9.0 Å have been
applied [25]. The system consists of 254 TIP3P [25] water molecules in a cubic cell with
a side of 20 Å. The volume of the cube was determined by the density of the liquid water
(ρ = 0.996 g cm−3). The MD simulations were performed at 298 K. The constant atom
number, temperature and volume (NVT ) ensemble, known as the canonical ensemble, was
applied. The Verlet Leapfrog method [26] was used to integrate the equations of motion with
time steps of 1 fs. First, the initial configuration was minimized using the steepest descent and
the conjugate gradient algorithm until an energy gradient of 0.01 kcal mol−1 Å−1 was reached.
The desired molecular properties were calculated from molecular dynamics simulations using
the CVFF force field [24]. The simulation consisted of a thermalization stage of 500 ps,
followed by an additional period of 1 ns. Furthermore, the uncorrelated configurations were
selected from statistical inefficiency calculations [16] using SciLab 2.7 software [27]. Finally,
the structures obtained from the MD simulations were used for the QM calculations [23] of
the chemical shifts. The GIAO method [28], using density functional theory with the B3LYP
method at the II′ level, was employed for the chemical shift calculations. 13C and 15N chemical
shifts are referenced in the same way as PCM calculations. The basis set superposition error
(BSSE) for the complexation-induced results was estimated using the counterpoise correction
method [29].

3. Results and discussion

3.1. Chemical shift analysis using opt-PCM/DFT

The elected methodology, which was used as the standard methodology in our study, was opt-
PCM/DFT (PCM-B3LYP/6-311++G∗∗). Among other basis sets, the choice of the basis set
6-311++G∗∗ improved the results, so that they are completely satisfactory. The 6-311++G∗∗
basis set has been shown to be satisfactory on similar structures [8, 14]. The smaller basis
sets are unsatisfactory and the higher ones are too expensive. A significant difference between
theory and experiment was seen in N-3 and N-1 and in the carbons CH2Y and C-5 of all studied
compounds when we use just B3LYP/6-311++G∗∗ on the optimization steps. In fact, the results
using opt-PCM/DFT when compared with these obtained without considering the solvent
effect (optimization in vacuum—opt-DFT) are significantly better, showing the convenience
of including this effect on the optimization steps (tables 1 and 2).

To take into account the gauge-origin problem, we used the gauge-including atomic orbital
(GIAO) method at the density functional level of theory [28] in each selected conformation.
Accordingly, using the PCM-B3LYP/6-311++G∗∗ level of calculations, the most significant
errors in the NMR calculations B3LYP/ II′ levels were 15.9 ppm for 15N chemical shifts (2)
and 7.28 ppm for 13C chemical shifts (3). The results are summarized in tables 1 and 2. The
greatest error on the 15N chemical shifts appears for (3): 15.9 ppm for N-3, and 9.7 for N-1.
This is followed by 15.6 for N-3 and 8.1 ppm for N-1 (2) and 15.4 for N-3 and 7.4 for N-1 ppm
(1). N-3 shows a higher error for all compounds due to its higher sensibility to the solvent
effects (H-bonding).

Also, the shifts computed for the carbon atoms appear at considerably higher fields than
those measured experimentally, with an error around 1.80 and 7.28 ppm. The greatest error
in 13C chemical shifts is observed for the carbon bond to the hydroxyl group in compound (3)
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Table 1. 15N NMR experimental [18] and theoretical chemical shift data (ppm) for the
nitroimidazoles.

Compound N-1 N-3

1 Experimental −208.5 −127.7
opt-DFT −193.0 −98.7
opt-PCM/DFT −201.1 −112.3
S-MD/QM −206.8 −124.5

2 Experimental −203.3 −132.0
opt-DFT −186.7 −101.9
opt-PCM/DFT −195.2 −116.1
S-MD/QM −205.9 −129.2

3 Experimental −205.7 −131.7
opt-DFT −189.2 −102.7
opt-PCM/DFT −196.2 −116.1
S-MD/QM −203.6 −128.4

Table 2. 13C NMR experimental [17] and theoretical chemical shift data (ppm) for
nitroimidazoles.

Compound C-2 C-4 C-5 CH3 CH2Y

1 Experimental 138.60 147.80 123.10 13.35 —
opt-DFT 140.80 152.10 130.99 15.03 —
opt-PCM/DFT 140.40 151.80 127.30 14.70 —
S-MD/QM 139.80 148.19 123.92 14.31 —

2a Experimental 145.69 145.46 122.44 12.75 49.38
opt-DFT 152.72 149.56 131.09 15.20 59.39
opt-PCM/DFT 152.19 149.26 128.24 15.05 56.63
S-MD/QM 146.89 146.03 123.82 13.85 51.56

3b Experimental 145.16 145.76 121.79 12.05 47.76
opt-DFT 151.91 149.61 130.96 14.06 58.04
opt-PCM/DFT 151.36 149.36 128.96 13.96 55.04
S-MD/QM 146.39 146.27 123.21 13.23 49.78

a Y = CH(OH)CH3.
b Y = CH(OH)CH2Cl.

(7.28 ppm). The chemical shifts calculated for this carbon in the series are 7.28 and 7.20 ppm
for (3) and (2), respectively (table 2). These pronounced greater errors for the chemical shifts
of atoms on the side chain, may be due to higher structural flexibility of this part of molecule
in solution.

The chemical shifts for all the nuclei on the aromatic ring are in good agreement with the
calculated data. The comparison of the average error for the rigid part of the molecule (the
imidazole ring) with the average error for the flexible part of the molecule (the side chain)
shows that the smallest errors are found for the rigid part, thus indicating that the conventional
theoretical methodology used does not evaluate the chemical shifts of the flexible part of the
molecule with appropriate accuracy.

3.2. Chemical shift analysis using S-MD/QM

3.2.1. Statistical correlation. The average value of a property such as the energy of a
molecular system corresponds to a simple average over a group of size L of instantaneous
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values, as shown in equation (1).

〈E〉L = 1

L

L∑
i

Ei . (1)

When L is large enough, the average value of the property converges and, because of the finite
size of the simulation, it is given by

σ(〈E〉L ) =
√

〈E2〉 − 〈E〉2

L − 1
. (2)

Successive configurations are usually not independent, because each molecule has attempted
to move only once. Therefore, it is necessary to calculate the interval of the uncorrelated
configurations to have statistical efficiency in the calculation of the average properties and to
calculate the statistical error properly.

There are two independent methods for calculating the interval of uncorrelated
configurations. One method uses the auto-correlation function of the energy to obtain the
correlation step τ [25] and the other uses the statistical inefficiency s [31]. The auto-correlation
function C(n) is given by

C(n) = 〈δEiδEi+n〉
〈δE2〉 . (3)

It is known that, for Markovian processes, C(n) has an exponential decay [30, 31] as given in
equation (4).

C(n) =
N∑

i=1

ci e
−n/τi . (4)

The interval between uncorrelated configurations, or the correlation step τ , is calculated by
integration from zero to infinity of C(n). In practice, configurations separated by 2τ , or larger
intervals, are considered uncorrelated.

The statistical inefficiency (equation (5)) is based on the mean-square deviations of
averages taken over blocks of a group of configurations. The limiting value s signifies that
the nth block has become so large that there is no correlation from block to block. Thus, the
configurations separated by intervals larger than s are uncorrelated.

s = lim
n→∞

n〈δE2〉n

〈δE2〉 . (5)

These two methods for calculating the interval of uncorrelated configurations are independent;
however they are related by s = 2τ [32].

Both methods have already been used to improve the calculation of some thermodynamic
properties such as pressure [33], chemical potential [34] and equilibrium constant [34]. In the
early work [16] we have used them to obtain uncorrelated configurations in order to reduce the
number of structures used in the NMR calculations. These configurations were obtained from
the correlation step calculations using the auto-correlation function of the energy. Figure 2
shows the calculated auto-correlation function versus simulation time for (3). Integrating
the best fit, we obtained the correlation steps (τ ) and the statistical inefficiencies (s) from
equation (4). The exponential decays that best fit the values for all the studied compounds
give very similar results for τ for the compounds (1), (2) and (3) around 9.97 and 11.05 and
11.90 ps, respectively.
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Figure 1. Compounds used in work.
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Figure 2. Calculated auto-correlation function of the energy for (3) in water.

3.2.2. Radial pair distribution function. An important point in the solvation of a
radiosensitizer in water is the formation of hydrogen bonds. For example, the radial pair
distribution function between N-3 of (3) and the water hydrogen, gN−H(r), is shown in
figure 3(A), and the radial pair distribution function between the oxygen of (3) and the water
hydrogen, gO−H(r), is shown in figure 3(B). This information will be used in this work to
define in a consistent way the size of the cluster used in the QM calculation. Hydrogen-bonded
structures are conventionally obtained from the analysis of the radial distribution pair function
gN−H(r) and gO−H(r), which is shown in figure 3 [25]. A well-defined first peak centred at ca
2.50 Å is observed for gN−H(r), locating the first minimum at 4.2 Å. The spherical integration
of the first peak gives 1.2 water molecules as nearest neighbours. For gO−H(r), a first peak
centred at about 1.55 Å is observed, locating the first minimum at 2.55 Å. The spherical
integration of the first peak gives 0.9 water molecules as nearest neighbours.

With the information supplied from the computer RDFs, the selection of the solvent
molecules included in a given cluster is done on the basis of a cutoff distance (rcut) for N–H
and O–H pairs: all solvent molecules having the hydrogen atom closer than rcut to the solute
(either nitrogen or oxygen) will be included in the NMR calculation of the corresponding
structures [35]. The value used for rcut for the N–H pair was 4.20 Å for all compounds and
2.55 Å for O–H for (2) and (3). Hydrogen bonds in liquids are better obtained using geometric
and energetic criteria, as discussed before by Stilinger and Rahamn [36]. Indeed, these are more
appropriate for studying solvent effects in spectroscopy [37]. In addition to rcut, we consider
here a hydrogen-bond formation when the distance RDA < 4 Å, the angle AHD < 30◦ and the
binding energy is higher than 3.0 kcal mol−1. The sampling of the structures for the quantum
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Figure 3. (A) Radial pair distribution function between the nitrogen atom of (3) and the oxygen
atom of water. (B) Radial pair distribution function between the oxygen atom of (3) and the
hydrogen of water.

mechanical calculations is made by using the interval of statistical correlation obtained from
the auto-correlation function of the energy from molecular dynamics simulation.

3.2.3. Chemical shift analysis—S-MD/QM methodology. Using the S-MD/QM methodology
the error on the calculated chemical shifts for the compounds studied was less than 3.3 and
2.18 ppm for 15N and 13C, respectively. This larger error for 15N can be explained on the
basis of the greater dependence of the chemical shift of this nucleus on solvent effects as
compared to 13C chemical shifts.

Analysis of the results for N-3 in all compounds shows an error close to 3.0 ppm. We
clearly observe a better prediction of the chemical shift of this atom when the calculation was
carried out using the opt-PCM/DFT and opt-DFT methodologies (around 17.8 and 30.0 ppm,
respectively).

The largest observed 15N chemical shift deviation error is 3.3 ppm for N-3 in (3) and
2.6 ppm for N-1 in (2).
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For the carbon bonded to the hydroxyl group (CH) the calculated data show an error of
2.18 ppm for (2) and about 2.02 ppm for (3). These calculated chemical shifts were better
predicted by S-MD/QM methodology (calculated values around 50.67 ppm and experimental
chemical shifts around 48.57 ppm). The chemical shifts calculated for all the nuclei in the
imidazole ring are in good agreement with the experimental data.

For both 15N and 13C nuclei in the flexible and rigid parts of the molecules studied, the
S-MD/QM methodology showed much better agreement with the experimental values than the
usual methodology (opt-PCM/DFT).

We can observe that the use of the S-MD/QM methodology evaluated the chemical shifts of
the atoms at the flexible part of the molecules with accuracy. We believe that this methodology
gives a good correlation between theoretical and experimental results when used on flexible
molecules in solution.

3.2.4. Shield tensor calculation—S-MD/QM methodology. The choice of nitrogen as the
NMR active nucleus has been induced by a good knowledge of its shielding sensitivity to
changes in the environment [8, 20]. In our methodology, S-MD/QM, the structures were
generated in large MD simulations using PBC conditions and explicit water molecules to
evaluate the solvent effect. To take into account the BSSE problem, we used the counterpoise
correction [29, 38]. The results obtained from S-MD/QM methodology are shown in tables 1
and 2, where the greatest error is about 3.3 ppm for nitrogen nuclei and 2.18 ppm for carbon
nuclei.

The theoretical methodologies used to describe the solvent effect on the spectroscopic
properties of molecules can be classified into groups [39–41]: discrete cluster models [39, 42],
continuum models [43, 44], and molecular dynamics, either classical or quantum [45–49].
In this paper, we have investigated the solvent effects on the shielding tensor with different
approaches. For the MD approach, we have applied an appropriate statistical criterion to select
the snapshots employed in the QM calculation.

There are other details that are important when using only the solvation continuum model
for shield tensor calculations. For example, the cavity size effect is an important aspect that
has led to many different studies of a systematic nature [8]. In QM calculations one of the
most used solvation continuum models is the polarized continuum model (PCM) [50]. In its
original version, PCM defines the cavity as an envelope of spheres centred on atoms (or at most
atomic groups) [50, 51]. The problem is shifted to the size of the spheres, whereas several
studies have shown that standard van der Waals radii provide reasonable cavity sizes [52]. This
situation results in difficulties with the continuum model representing some apolar solvents,
for example cyclohexane [35]. Furthermore, a single optimization step is not adequate to
explore the conformational space of a molecule in solution [53–55]. The real situation is of a
dynamic nature, and a variety of different and representative structures can and do occur. The
inclusion of molecular dynamics is important to reproduce the behaviour of molecules in a
condensed phase, where average properties and not properties of a single structure (minimum
of the potential energy surface) are obtained. In this work 42 configurations were selected in
agreement with statistical inefficiency calculations. Furthermore, an accurate description of
H-bond effects on nuclear shielding is possible though clusters formed by solute and some
solvent molecules. The statistical inefficiency and correlation time values were calculated
as described previously. It is well known that the correlation time is inversely proportional
to molecular mobility [56]. Then, based on the statistical inefficiency calculation for (3),
42 configurations were selected for all the compounds. (3) shows the greatest correlation
time, followed by (2). (1) shows a smaller correlation time and therefore a greater number
of uncorrelated configurations. Since (3) gave the smallest ensemble, using the number of



A sequential MD/QM study of shielding tensors 6167

uncorrelated configurations of this compound for the other two guarantees the calculation of
the chemical shifts only for uncorrelated structures for the three compounds. It can be observed
that the correlation time of the system increases as the molecular volume of the radiosensitizer
decreases.

The results obtained with opt-PCM/DFT have shown the necessity of introducing other
interactions, in particular those deriving from short-range specific effects induced by H-
bonding. The difference between opt-PCM/DFT and S-MD/QM methodologies results can be
explained by high sensitivity of the shielding on molecular geometries; also, small differences
in bond lengths and angles can induce large variations in the shield tensor. Moreover, the use
of explicit solvent molecules coordinating directly with the solute induces changes in terms
of the valence natural population, due to electron transfer between the atoms N and O of the
solute and solvent molecules, which influences strongly the electron density near the O, N and
H involved in H-bonding.

3.2.5. Statistical convergence. This procedure described below was chosen to perform
the conformational search due to the complex landscape of minima presented by flexible
molecules [53–55]. We chose 15N NMR as the parameter to evaluate the effect of the number
of selected structures from the MD simulation, because 15N is more sensitive to changes
in the molecular environment than 13C NMR [57]. In this study, the statistical inefficiency
(s) calculation was used as the criterion to select conformations from the MD simulation.
However, in order to check the influence of the number of structures (N) selected from the MD
calculation on the chemical shift, we changed N and carried out chemical shift calculations
with 1, 14 (N = 1

3 s), 21 (N = 1
2 s), 42 (N = s), 84 (N = 2s) and 126 (N = 3s) structures

from the MD simulation. According to figure 4, in the case of (2), it can be observed that
the absolute error in the chemical shift decreases dramatically with the number of selected
conformations from the MD simulation. It can be seen that, from N = 42 to 126, there is
only a slight decrease in the absolute error in the calculated chemical shift, as compared with
the error variation for values of N < 42. It seems that N = 42 is one inflexion point, which
represents the most appropriate selection choice in terms of cost/benefit. For N values greater
than 42 there is only a slight improvement in the calculated 15N chemical shifts, with, however,
a much greater computational demand.

In order to check the influence of the number of selected structures (N) for the other
compounds ((1) and (3)), N-3 was chosen. This selection was made considering that
N-3 shows the greatest absolute error when comparing the calculated with the experimental
data (see figure 4). The results are shown in figure 4, which shows that the absolute
chemical shift error decreases dramatically with the increase of N . This behaviour was also
observed previously [16, 30]. This result shows that configurations separated by 2τ contribute
significantly to the average, while using configurations separated by <2τ may be a wasted
effort, as this leads to inclusion of configurations that do not contribute to the average.

4. Concluding remarks

In summary, the results obtained considering the solvent effect are significantly better than
those obtained from optimization in vacuum (opt-DFT), showing the convenience of including
this effect in NMR calculations. From our results, it is evident that the use of an S-MD/QM
methodology for the calculation of 13C and 15N chemical shifts affords superior results when
compared with the usual methodology (opt-PCM/DFT). In fact, all the data calculated with
S-MD/QM were closer to the experimental data, especially for 15N chemical shifts, which are
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Figure 4. (A) Number of selected configuration from MD calculations and absolute error in the
chemical shift for (3). (B) Number of selected configuration from MD calculations and absolute
error in the chemical shift for all compounds.

nuclei with greater sensitivity to changes in the molecular environment than 13C. It can also
be concluded that the S-MD/QM methodology is noticeably better than the opt-PCM/DFT
methodology for the flexible parts of the molecule. This result stresses the importance of
taking into account the dynamics of the problem. The methodology presented here can clearly
be applied for the estimation of other simulations and other systems. The present application
demonstrates the feasibility of this approach. In addition, running the MD simulation first
gives important statistical information that is fundamental for subsequent QM calculations. It
is important to stress that the dynamic contribution should be accounted for by selecting an
appropriate ensemble of statistically independent conformations. In this way the configuration
generated in the simulation can be drastically reduced without loss of statistical information.
To our knowledge, this is the first application of this methodology to NMR parameters in the
condensed phase.
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